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Abstract— The automotive industry is in the process of broadly adopting a new model-based approach for embedded systems development. However, the available tools still have a number of deficiencies, particularly with respect to the modelling of large and complex systems. This article discusses the present support for decomposition and data-abstraction in SIMULINK and outlines future needs.
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I. INTRODUCTION

The automotive industry is currently in the process of adopting a model-based approach for the development of embedded control systems. This approach is founded on rapid-prototyping environments that allow graphical modelling of control-systems using standard control-design block diagrams and subsequent simulation of the design for validation. Through the included simulation capability these environments offer significant advantages over plain drawing tools: In early phases, the simulation provides quick feedback about the behaviour of the model under construction. Later, the completed model can be used as an executable specification for the manual implementation of the system.

In the meantime, the tools have evolved further and now also support automatic production code generation from the model. With this capability, they finally bring the vision of a seamless and completely tool-supported, model-based development process within reach. However, the step from plain drawings to models that can be simulated and further on to using these models to generate production code not only requires new tools. It also requires changes to the models and the way they are built.

Simulation models were already used in the past for rapid-prototyping of important subfunctions of complex systems. The resulting models were usually neither very large nor complex and only required a minimum of different elements. Therefore, the risk of “spaghetti models” was limited and detailed documentation was often not required. Furthermore, resources were plentiful on the workstations used for simulation, so efficiency or memory usage were not much of a concern. Finally, aspects like real-time behavior, initialization and startup/shutdown procedures or system configurations (tasks, intertask communication/synchronization) were not usually modelled because they are hard to capture and simulate.

For an embedded system however, all these things matter. Therefore, the models (and modelling notations) have to be enriched with more details before they can be used to generate production code. This particularly applies to safety-critical systems, because for such systems everything should be explicitly specified in the model. That is, no decisions should be left to (defaults in) the code generator and compiler. Since the resulting models are increasingly large and complex, they have to be well-structured right from the beginning. This article will use the SIMULINK tool-family from The MathWorks as an example to discuss the structuring of large models and the required notation.

II. SIMULINK

SIMULINK is part of the MATLAB tool family and implements a dataflow-oriented, graphical language consisting of diagrams with blocks representing data transformations and connecting lines representing data signals. This dataflow (=functional) notation lends itself very well to modelling mathematical equations and SIMULINK offers a powerful library of basic function blocks for this purpose. With this library, the characteristic differential equations of feedback control systems can very easily be modelled. On the other hand, feedback control systems or control flow algorithms are somewhat awkward to model using the dataflow paradigm, even with the recently added control-flow subsystems for if-else, switch-case and loops. Therefore, the application domain of tools like SIMULINK is not so much the modelling of algorithms or arbitrary systems but of filters and control systems, particularly feedback control systems.
As indicated by its name, SIMULINK cannot only be used to design models, but also to simulate them. Furthermore, its capabilities can be extended by a whole family of so-called toolboxes. One such toolbox, the Realtime-Workshop (RTW), provides the capability to generate code (ANSI-C or Ada) from the simulation model. Another toolbox, STATEFLOW, allows the modelling of control-flow by means of flow-diagrams and statecharts that can be integrated into SIMULINK. In combination, these tools offer considerable expressive power and the potential to innovate the way how hybrid control systems are built. They are currently used in the automotive industry for a variety of applications such as

1. simulation
2. rapid prototyping
3. executable specifications for handcoding
4. executable specifications for code generation

Each of these applications has slightly different requirements to the development process and the underlying tools. However, the tools have yet to catch up with some of these requirements and still have some shortcomings which reflect their origin in rapid-prototyping. An overview of these shortcomings is given in [Rau97]. This article covers the shortcomings with respect to hierarchical decomposition and interfaces, based on the use of SIMULINK for creating executable specifications of automotive systems for autocode generation. One way to address or work around these shortcomings are patterns. A set of patterns for STATEFLOW was presented in [BRO01]. Patterns for interface modelling in SIMULINK will be described in a forthcoming article.

III. THE PRINCIPLE OF ABSTRACTION

Abstraction is the key principle for mastering complex problems in science and engineering. It works by removing irrelevant detail and combining lower-level concepts to more abstract, higher level ones. Abstraction can be applied both in analysis and synthesis: When analyzing a complex problem, we first use abstraction to understand and hierarchically decompose it into parts. Based on our understanding, we then design an architecture of partial solutions and implement them one by one to obtain the total solution. Different levels of abstraction during analysis result in a hierarchy of subproblems which is reflected in the hierarchy of partial solutions. In classical software engineering, these parts are referred to as tasks, threads, modules/objects, subroutines/methods and statements. In model-based development, they are called models, modules and blocks.

Also data is classified using type-systems and arranged into data structures like records, lists or trees. Consequently, in [Par72] programming is described as a creative activity consisting of “a sequence of design decisions concerning the decomposition of tasks into subtasks and of data into datastructures” where “refinement of the description of program and data structures should proceed in parallel”. The requirement to properly support hierarchical decomposition for both code and data is essential for any language or notation intended to solve or describe problems of real world complexity. This also applies to the new model-based approach.

IV. ABSTRACTION AND MODELS

Abstraction can be applied to models in different ways: First, there is clustering, the view of basic elements as a functional group. An electrical engineer for example, will quickly identify functional groups (e.g. cascaded transistors implementing an amplifier) in a circuit diagram with many components. Mentally isolating such white-box clusters within a larger group of visible items is a powerful technique already, but an even more powerful way to reduce complexity is the aggregation of elements into black-box components that hide their elements and can themselves be clustered or aggregated again. Such a component is much better suited for reuse than a cluster.

A black-box implements the principle of information hiding described in [Par72] by making its contents independent from their periphery and vice versa. This is particularly important for large and complex models: They are usually split into many parts, each of which can be of substantial complexity. The extent to which the work on these parts can be shared between many developers, i.e. the extent to which they can be independently implemented and tested, largely depends on their interfaces.

Interfaces are created whenever something is decomposed into parts. It is one key lesson from software engineering experience that it is crucial to pay attention to them because of their importance for the development process and the final product:

- From a developer’s perspective, an interface is all that is visible of an abstracted functionality. That is, the interface “is” the component.
- From a systems point of view, interfaces are the glue for putting modules together: if the glue is bad, the system will break.
- From a process point of view, interfaces are a contract that makes developers independent of each other, and regulates the integration of their results.
The characteristics of an interface depend on where the decomposition is made. If the point is well-chosen, complexity is reduced as intended, whereas if it is ill-chosen, complexity might even increase. A discussion of decomposition strategies for system analysis can be found in [MP86]). However, there is no universal strategy for optimal decomposition. So basically, we must rely on a number of basic principles, some rules of thumb, experience and common sense when it comes to finding the right place to cut. By now, these principles are well known and have been discussed in the literature for many years. Some interesting concepts can be found in [Par72], [Myc75], [Mey88], [Hg89], [Bro95]. A summary of criteria for good interfaces was presented in [Rau01].

Decomposition and interfaces are essential for managing and reducing complexity in textual programming. This does not change as we move on to models. However, to be able to use decomposition and interfaces in this new context, the models and modelling tools have to adequately support these basic concepts first. With respect to interfaces, this includes the need to be able to properly define the data exchanged through them.

V. SIMULINK Capabilities and Limitations

A. Functional Decomposition

SIMULINK supports functional decomposition via the subsystem block. This block can be used to encapsulate a group of other blocks to form a black-box component (see figure 1). Decomposing a system into subsystems leads to a strict tree structure. Subsystems can optionally be masked with an icon and a GUI to hide their contents and collect all parameters in one place for easier reuse. This also includes a masktype to distinguish different reusable subsystems.

There is currently no other support for modelling different kinds of components (such as tasks, modules and functions) and their properties and mapping them to different implementations. Also at the time of this writing there is no formal support for explicitly marking and describing white-box clusters, e.g. with dashed boxes, so informal spacing and annotations must be used instead.

Furthermore, the grouping achieved by a subsystem is only visual (or in SIMULINK terminology: “virtual”): Putting blocks inside a subsystem does not make any difference for simulation or code generation, i.e. subsystems are flattened (removed, inlined) for execution. However, subsystems can be marked as “atomic” and treated as a function. But even such atomic subsystems do not have a formally defined interface: The interface description of all subsystems is limited to a number of named inports and outports where external signals (which could be viewed as function arguments) can be attached. Both plain and atomic subsystems can be reused by putting them in an extra library file and “linking” them into a model.

For achieving a minimum of formality, a common guideline for preventing wiring errors is to ask for the port-names to match the names of the connected signals, both inside and outside of the subsystem (see figure 2). This is not required by SIMULINK and there is also no built-in check to enforce this.

It is possible to associate a subsystem port with a type and dimension (but not with any other information, such as upper and lower limits or a physical unit). However, this feature is rarely used in practice with the exception of top-level inputs, where the type and dimension have to be
specified for code generation. The reasons for this are lack of time and the fact that the feature itself is limited, as we shall see below.

B. Data Abstraction

By default, all signals inside a model are of type double. This is fine for prototyping. But for optimizing production code and saving system resources, the use of appropriate datatypes is elementary. And when doing so, well documented, i.e. strongly-typed interfaces are an essential measure to prevent and detect errors and mismatches early on, especially when developing large systems. Therefore, developers should be able to enforce strict datatyping at interfaces as an option.

The type-system of SIMULINK is rather limited. It consists of a boolean and elementary integer and floating point numeric types. There are no compound datatypes other than vectors, which are equivalent to arrays and can be accessed by index. This means that developers cannot define their own compound datatypes. This limitation for data-abstraction is at best cumbersome, because it requires developers to treat separately what really belongs together. In particular, at an interface it means that a compound argument cannot be implemented as such, which makes the interfaces appear wider and makes it more difficult to understand. For large systems with complex interfaces, this can be fatal.

SIMULINK offers a bus concept to address this problem. However, the implementation of this concept falls short of a complete solution. Busses can be used to group signals. They support hierarchy and allow access to their elements by name. This makes them resemble structures or records. But busses are not real compound datatypes. They are virtual like subsystems and their only purpose seems to be to reduce the number of lines and avoid visual clutter in the diagram. The concept which might be closest to a bus is a dictionary (associative array), which is rare in textual programming languages.

The structure and names of signals in a bus are not formally defined. Instead, busses are built ad-hoc at their source by feeding signals into a Mux block. It is also possible to nest busses, i.e. build a bus of busses by feeding a bus into a Mux block. For accessing, they use the names of the enclosed signals, i.e. they require them to have one. Unfortunately, no error is issued if multiple signals have the same name. Instead, SIMULINK silently adds a suffix to make the names unique.

The absence of a formal definition means, that the expected structure of a bus cannot be explicitly defined nor enforced at its destination, i.e. it is not possible to specify an expected bus structure in an inport. This makes complete interface definitions impossible. For the same reason, busses cannot be used as top-level inputs of a model. Furthermore, this means that bus definitions cannot be reused but have to be re-created every time, leading to redundancy and maintainance problems.

So with busses, signals are only informally bundled and unbundled, i.e. moved in and out. A record by contrast, has a predefined number of fields with predefined, unique names where values are copied in and out. The lack of formality of busses is justified from a rapid-prototyping perspective, but is not adequate for generating production code.

To make things worse, while there are different blocks for the decomposition of vectors (Demux) and busses (BusSelector), both are created using the same Mux block. Whether the output of a Mux block is treated as a vector or a bus is determined automatically by SIMULINK from its use and the properties of the incoming signals (e.g. whether they have names), but the way this magic works is not always clear to the user. Furthermore, if (and only if) all signals in the bus have the same datatype vectors with named signals may be treated as busses and a bus may be treated as a vector - both intentionally and by accident. As a result, developers cannot clearly express their intention and the automagical classification cannot raise an error, if a bus is accidentally used as a vector (see figure 3). This can lead to problems with the practical use of busses. For example, a vector in the top-level (output) interface may be accidentally unbundled (as a bus) during code-generation because its elements happen to have names.

Another limitation becomes apparent when looking at built-in blocks: They are only designed for scalars and vectors, so busses must not be directly connected to them. For some blocks however, namely switches and delays, it would actually be desirable and make sense to attach a bus.
To work around this limitation, a bus must be decomposed and its elements passed into individual blocks, as illustrated in figure 4. This need for explicit decomposition limits the usability of busses. The array of blocks in the workaround needs a lot more room and is presumably harder to optimize by a code generator than the single block in the desired solution shown in figure 5. However, that solution does not work with SIMULINK, because the bus contains hybrid datatypes. It would seem to work for a bus with elements of equal type, because it can be treated as a vector. However, this is no alternative to the workaround because the bus would also come out as a vector and the bus information would be lost. This can still happen by accident, though.

The decomposition of the bus shown in the workaround necessarily unfolds a redundant description of the bus structure that has to be adjusted whenever the original bus changes. Forgetting to do so is particularly dangerous, when signals are added: Without adjustment, a signal that is added to the original bus will become stripped out at the point of bus rebuilding. When it is eventually reported missing at the point of its intended use, it is tedious to backtrack through a chain of such transformations to find the error. For removed or renamed signals, the BusSelector block used for decomposition will issue a warning.

Finally, the order of bus elements in its vector equivalent is not well-defined, especially for nested busses. As of today, SIMULINK uses the order of elements when building the bus. Since busses are accessed by name, busses with different internal orders can still be equivalent if their element signals have the same names. However, when busses are used as vectors, the order is significant.

VI. A CHRISTMAS WISH LIST

A. Functional Decomposition

Functional decomposition of large models requires a clear notion of interfaces as part of a functional component, so this capability should be added to SIMULINK. This could be done by extending the capability to specify types in inports to user-defined types (see Data Abstraction below). Furthermore, it would be desirable to be able to reuse subsystems without the need for putting them in an extra library by referencing them from inside the model (just like one would call a reusable function from several places inside a program).

In addition to atomic subsystems, new semantics should be introduced to express concepts such as tasks. Please note, though, that the functional decomposition and physical decomposition of a system are not necessarily the same. Therefore, a simple “task subsystem” won’t do. However, a concept for modelling tasks and their priorities is dearly needed to achieve the goal of generating the whole system out of the model and not having to wrap the generated code in hand-coded task-stubs for execution in the target environment.

For “lightweight decomposition”, it would be helpful to be able to mark and briefly describe functional clusters in a larger diagram without having to hide them in a black box. This could be done by some kind of enclosure (e.g. dashed lines) or a “transparent black box”.

B. Data Abstraction

For proper data abstraction, it should be possible to clearly distinguish between vectors and busses from the time they are built. Today, there are two separate blocks (Demux and BusSelector) to decompose them. Consequently, there should also be separate blocks to assemble them. So in addition to the Mux, a BusCreator is needed. It should not be possible to Demux the output of a BusCreator or use a BusSelector on a Mux output. This would allow developers to choose between the two concepts according to their purpose as explained below.

2Although sounding strange, this is already possible in STATEFLOW
Vectors should be used to group signals that belong or only make sense together (mathematical or physical vector) or have the same meaning (array) and for which the use of mathematical vector operations or element-wise operations make sense as a whole, e.g. \( v = [v_x, v_y, v_z] \) (velocity), \( n = [n_{ff}, n_{fr}, n_{rl}, n_{rr}] \) (wheel rpms front left through rear right). Vector elements always have the same datatype and very often also the same physical unit. They may or may not share other properties like range (min/max), ...

Busses should be used to group signals that have something in common, but also make sense on their own. Mathematical vector operations and element-wise operations typically do not make sense for busses as a whole. Also, bus elements generally do not have a common datatype or unit. Examples are signals with the same source or destination module, values from the same physical components, ...

Furthermore, it should be possible to define the structure of a bus as an abstract type and optionally attach this type to BusCreators and BusSelectors to enforce proper composition and decomposition of busses as well as inputs and outputs to define interfaces. Such an optional type-binding would allow fortifying code generation models without complicating the creation of prototype models.

Code generation could also further benefit from binding model elements to abstract types. For example, each abstract type could be mapped to one or more different physical implementations, e.g. union/struct, to optimize the code and simplify interfacing with legacy code. At interfaces, this could include the decision about the datapassing mechanism, e.g. by value, reference or global variable.

Current SIMULINK users may argue, that a BusCreator block is already available in SIMULINK 4.x. However it is little more than a masked Mux. Instead of replacing them by BusCreators during simulation, SIMULINK still allows the creation of busses using the Mux block, and the output of a BusCreator can still nicely be DesMuxed. So the concepts are still not clearly separated although different linestyles at least show what SIMULINK thinks a line represents. Furthermore, the new BusCreators can enforce a predefined bus structure, but unfortunately this definition can not be reused by referencing it in other BusCreators or from Inports. Thus, the problem with interface definitions remains unsolved.

VII. Conclusion

This paper has motivated the need for hierarchical decomposition and data abstraction for the model-based development of complex automotive control systems and has given an overview of SIMULINK’s current capabilities. Some deficiencies were identified and addressed by a wish list of future capabilities. These capabilities have also been discussed with the vendor of SIMULINK, The MathWorks, and some of them may be implemented in one of the forthcoming releases.
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3True records would actually be more suitable for this
4A command to convert models to new versions of SIMULINK